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Abstract.  Designing a system requires evaluating multiple architecture design alternatives 
against multiple evaluation criteria. This is called a tradeoff study. This paper presents 
common mental mistakes that people make when doing tradeoff studies. The authors examined 
tradeoff studies created by system analysts and excerpted examples of these mistakes. There 
are suggestions to help systems engineers avoid making these mental mistakes while doing 
tradeoff studies. 

Introduction 
Humans often make poor decisions. To help them be better decision-makers, we teach systems 
engineers to create tradeoff studies. Tradeoff studies are broadly recognized as the method for 
simultaneously considering multiple alternatives with many criteria, and as such are 
recommended and mandated in the Capability Maturity Model Integration (CMMI®) (CMMI, 
2008; Chrissis, Konrad and Shrum, 2003) Decision Analysis and Resolution (DAR) process. 
The decision-making fields of Judgment and Decision Making, Cognitive Science and 
Experimental Economics have built up a large body of research on human biases and errors in 
considering numerical and criteria-based choices. Relationships between experiments in these 
fields and the elements of tradeoff studies show that tradeoff studies are susceptible to human 
mental mistakes. Smith, Son, Piattelli-Palmarini and Bahill (2007) postulated 28 specific 
mental mistakes that could affect the ten specific components of a tradeoff study. Since then we 
have found and documented specific instances of these mental mistakes in tradeoff studies.  

Over the past two decades, teams of students and practicing engineers in Bahill’s Systems 
Engineering courses (Bahill, 2009) wrote the eight Wymorian system design documents 
(Wymore, 1993) for a particular system. Parts of this document set contain the problem 
statement and tradeoff studies. On average, each of these eight document sets took 100 
man-hours to write and comprised 80 pages. We examined these projects looking for the 28 
specific mental mistakes. We found multiple instances of a dozen of these mental mistakes. 
This paper presents examples of the following mental mistakes. 

2.1 Not Stating the Problem in Terms of Customer Needs 
2.2 Vague Problem Statement 
2.3 Substituting a Related Attribute 
2.4 Dependent Criteria 
2.5 Forer Effect 
2.6 Weight of Importance Mistakes 
2.7 Anchoring and the Status Quo 
2.8 Equating Gains and Losses 
2.9 Not Using Scoring Functions 
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2.10 Implying False Precision 
2.11 Obviating Expert Opinion 
2.12 Sensitivity Analysis Mistakes 

This paper is organized as follows. For each of the above headings, (1) the section heading 
announces the type of mental mistake, (2) the problem that the teams were modeling is 
explained (if it is the first time the problem has been presented), (3) an excerpt of this type of 
mistake is presented in the Garamond font, (4) the mental mistake is explained in the Times 
New Roman font, (5) the relevant paragraphs from Smith, Son, Piattelli-Palmarini and Bahill 
(2007) are given in the Times New Roman font and then (6) a suggested rewrite is given in the 
Arial font. The mistake excerpts have not been edited: they are direct quotes. However, they 
might have been reformatted. The sections from Smith, et al. (2007) have been edited. 

Similar psychological traps were found in decision making with models (Marquard and 
Robinson, 2008) and additional cognitive biases in decision making have been described 
(Sage, 1981: Smith, Piattelli-Palmarini and Bahill, 2008). Sacred values are evaluation criteria 
that are thought to be absolute and non-negotiable and therefore cannot be legitimately traded 
off with other criteria (Hanselmann and Tanner, 2008). However, evidence of these mistakes 
cannot be found in the final documentation. To find evidence for such mistakes, the 
experimenters would have had to be a part of the data collection and decision making process. 
That is why, in this paper, we only present 12 mental mistakes. 

In the research for this paper, we primarily used 110 university projects collected over two 
decades, two dozen government contractor tradeoff studies collected over 12 years (these 
reports are proprietary and cannot be published) and three publicly accessible tradeoff studies 
such as the San Diego Airport site selection study. Mental mistakes similar to those presented 
in this paper were found in all of these sources. 

The purpose of this paper is to explain and give examples of certain types of mental mistakes 
that humans often make while doing tradeoff studies. Many of these mistakes are subtle and it 
is hard to avoid making them. It is hoped that systems engineers who read this paper will be 
able to recognize these mistakes in tradeoff studies created by others and to avoid these 
mistakes in their own tradeoff studies. 

Examples of Mistakes in Tradeoff Studies 
This section shows examples of a dozen common mental mistakes in doing tradeoff studies. 
We believe these mistakes are continually being repeated by systems engineers worldwide. We 
hope that reading this paper will help systems engineers to avoid such mental mistakes in the 
future. 

Not Stating the Problem in Terms of Customer Needs 
The project for 2006 was the Spin Coach. When a spinning object (like a baseball) is put in a 
moving fluid (like air), it will experience a force that pushes it sideways (Bahill, Baldwin, and 
Venkateswaran, 2005; Baldwin, Bahill and Nathan, 2007; Bahill and Baldwin, 2008; Bahill, 
Baldwin and Ramberg, 2009.) Some highly successful baseball players have written that they 
see this spin of the ball and use this information to predict its future trajectory. But at present, 
there is no system that can teach high school and college baseball and softball players to predict 
this spin-induced deflection of the pitch. Our task is to design and document the design of a 
system that will help train baseball and softball players to pick up the spin on the ball and 
predict the spin's effect on the ball's deflection. The system will be capable of displaying 
images of spinning balls, allowing the subject to predict the spin induced deflection and 



 

  

providing feedback to facilitate learning. The key architectural decision in this project is 
whether to design the first version for baseball or softball.  
Team Excerpt 

This problem statement does not mention the batter’s needs. It is certainly stating correct things 
about what the batter and the pitcher are doing. But it fails to describe the batter’s needs in 
terms of the system they were designing. If they were designing a different system, then the 
excerpt might be useful. But they were supposed to be designing a system to help the batter 
learn the spin-induced deflection of the ball. 

The batter believes he can predict the trajectory until the ball and bat connect and therefore swing 
accordingly. Because of the deflection in the last milliseconds of the balls flight however, the batter 
is not able to adjust his swing in time to compensate and therefore the likelihood for there to be a 
strike called is increased because of the batter swing. In essence the pitcher is trying to fake out the 
batter and get him to swing at the ball or not swing at the ball based on a seemingly predictable 
trajectory. It appears to the batters, however that the ball seems to change direction in the last 
moments of its trajectory and is cause for batters to swing without connecting with the ball. 

Smith, Son, Piattelli-Palmarini and Bahill Synopsis 

Recommendation: Communicate with and question the customer in order to determine his or 
her values and needs. State the problem in terms of customer requirements (Bahill and Dean, 
2009; Hooks and Farry, 2001; Daniels and Bahill, 2004; Hull, Jackson and Dick, 2005). Later, 
after a better understanding of evaluation criteria and weights of importance has been gained, 
one must be open to creativity in finding alternative solutions that provide a good match to the 
requirements. 

Not stating the problem in terms of customer needs, but rather committing to a class of 
solutions causes a lack of flexibility. Identifying the true customer needs can be difficult 
because stakeholders often refer to both problem and solution domains – whichever comes 
most naturally. In systems engineering, the initial problem statement must be written before 
looking for solutions (Wymore, 1993).  

Suggested rewrite 
Baseball and softball players need to learn how to recognize the spin of a pitched ball 
and use it to predict the spin-induced deflection of the ball. 
Second Team Excerpt 

Suggested rewrite 

A video game trainer could also be used, in which a batter tries to gauge the spin on a video ball and 
predict where it would end up. This option could be implemented with a CD-ROM. The CD 
would go through the process of how to see the spin based on video taken from a laboratory. Dr. 
Terry Bahill, a professor in the Systems and Industrial Engineering (SIE) department at the 
University of Arizona, has set up a laboratory with equipment to simulate pitches with different 
types of spins. This laboratory would be a valuable resource in designing experiments to train a 
player to pick up the spin on a ball. 

The top-level system function is to teach batters to recognize the spin of a pitched ball 
and then use this information to predict the spin-induced movement of the ball.  

Vague Problem Statement 
The project for 2007 was the PopUp Coach. Even professional baseball players occasionally 
find it difficult to gracefully approach seemingly routine pop-ups. McBeath, Nathan, Bahill, 
and Baldwin (2008) describe a set of towering pop-ups with trajectories that exhibit cusps and 
loops near the apex. For a normal fly ball, the horizontal velocity is continuously decreasing 



  

due to drag caused by air resistance. But for pop-ups, the Magnus force (the force due to the 
ball spinning in a moving airflow) is larger than the drag force: therefore the horizontal velocity 
decreases in the beginning, like a normal fly ball, but after the apex, the Magnus force 
accelerates the horizontal motion. We refer to this class of pop-ups as paradoxical because they 
appear to misinform the typically robust optical control strategies used by fielders and lead to 
systematic vacillation in running paths, especially when a trajectory terminates near the fielder. 
In short, some of the dancing around when infielders pursue pop-ups can be explained as a 
combination of bizarre trajectories and misguidance by the normally reliable optical control 
strategy, rather than apparent fielder error. Former major league infielders confirm that our 
model agrees with their experiences. But at present, there is no methodological system that can 
teach high school and college baseball and softball players (more specifically catchers and 
infielders) to track pop-ups. Batting practice and ball games offer few opportunities for a player 
to learn this skill. Our customer needs a system that will provide frequent convenient 
opportunities to learn to field pop-ups. The goal of this project is to design and document the 
design of such a system.  
Team Excerpt 
The occurrence of pop-ups in major league games is an average of five times per game. This 
frequency provides reason for effective practice to be devoted to train players in order to hone 
their ability to catch these routine pop-ups.  

Smith, Son, Piattelli-Palmarini and Bahill Synopsis 
If a problem statement is vague (such as “work for the public good”), proposed solutions 
could vary greatly, and derive support for very different reasons and in different ways. If a 
problem statement is poorly written or ambiguous, dissimilar alternative solutions could 
remain in the solution pool, obfuscating their rational consideration, especially if the rationale 
for the different psychologically attractive values of the alternative solutions are not well 
understood (Keeney, 1992). 

Recommendation: Stating the problem is the most important and possibly the most difficult 
aspect of a tradeoff study. You should state the problem in terms of the customer’s needs. But 
be sure to state the problem so that it is independent of preconceived solutions. State the 
problem so that it can be satisfied by a large number of alternative solutions.  

Suggested rewrite 
For baseball and softball fielders who need to catch pop-ups, the PopUp Coach is a 
training system that teaches fielders to track and catch pop-ups: unlike present 
coaches and books, the PopUp Coach explains the trajectory, offers convenient 
practice opportunities and complements players’ improvement. 
Second Team Excerpt 

Suggested rewrite 

The differences in (baseball) spin result in visually detectable differences in the appearance of the 
spinning ball as it approaches the batter. Currently, players practice the assessment of spin and 
trajectory prediction during actual game play and team practice sessions. This process requires 
coordination between multiple players, and the use of a pitcher capable of delivering a repeatable 
baseball pitch to the batter.  

For the baseball batter who needs to predict the trajectory of the pitch, the Spin Coach 
is a training system that helps him to recognize the spin on the pitch and predict the 
ball’s spin-induced movement; unlike present coaches and books, the Spin Coach 
shows the batter how each pitch spins and helps him to recognize this spin. 



 

  

Substituting a Related Attribute 
Team Excerpt 
Use Case 2. 
Name: Learn Spin-induced Deflections 
Iteration: 2.3 
Derived from: Concept of operations 
Brief description: Player uses the Spin Coach and learns to predict the spin-induced deflection of a 

ball. 
Added value: Player will be better able to predict the trajectory of the ball and consequently should 

have a higher batting average. 
 
Second Team Excerpt 
5.2.1.2 Effectiveness 
The measurement of effectiveness determines the percent increase on the user’s batting average 

over time. 

The purpose of the Spin Coach is to teach batters to predict the spin-induced deflection of the 
baseball, but as a measure of success these teams proposed to record the player’s batting 
average. 

Smith, Son, Piattelli-Palmarini and Bahill Synopsis 
Attribute substitution occurs when a subject is assessing an attribute and substitutes a related 
attribute that comes more readily to mind. In effect, people who are confronted with a difficult 
question sometimes answer an easier one instead (Kahneman, 2003). When confronted with a 
choice among alternatives that should properly be decided by a full tradeoff study, there is a 
strong tendency to substitute a seemingly equivalent yet much simpler decision question in 
place of the tradeoff study process. 

Recommendation: Sponsors of tradeoff studies should realize that a premature reduction of a 
tradeoff study process to a simpler decision question is a common heuristic that prevents 
consideration of the original multi-objective decision. 

Suggested rewrite 
We want to teach baseball batters to predict the spin-induced deflection of the 
baseball. Therefore, we want to know how well they predict the spin-induced 
deflection, but that is hard to measure, therefore we substitute the player’s batting 
average as a measure of success. 
After he received the Nobel Prize for developing Prospect Theory (RSAS, 2002; Kahneman, 
2002), Kahneman has spent most of his time trying to unify mental mistakes. He has suggested 
that many or most can be explained by attribute substitution. This is a very difficult mistake to 
avoid. People do it all the time. The point of this section is that analysts should understand what 
attribute substitution is and avoid making it as a mistake. However, if the analyst really wants 
to use a substitute attribute, then he or she should go ahead and use it. But be sure to tell that 
reader that he or she is using attribute substitution. 

In this particular design what we really want to know is “Does training with the Spin Coach 
teach batters to predict the spin-induced deflection of the baseball?” But this is too hard to 
measure; therefore we substitute the player’s batting average as a measure of success. But we 
do tell our readers that we are doing this. 
Third Team Excerpt 
The ability of a defending baseball team to catch pop-up balls can provide a key advantage needed 
to win a baseball game. That pop-ups occurs in major league games an average of five times 



  

underscores the need for players to improve their ability to catch them. Pop-ups are difficult to 
catch because their trajectories are irregular and it is not readily predictable where players should 
stand and catch them. There is no existing training system to improve players’ catching percentage. 

Fourth Team Excerpt 
Thus, the need for a system to teach fielders about and offer practice scenarios involving trajectory 
and spin is necessary if it can help increase fielding percentages and improve the win percentages 
for players and teams. 

Suggested rewrite 
For each pop-up, we will compute the player’s optimal running path and then compare 
it to the player’s actual running path. We will also compute the optimal running speed 
at the time of the catch and compare this to the player’s actual running speed. These 
two metrics will be combined to indicate how well the fielder tracked the pop-up. 
Attribute substitution is a really tricky mistake, because everyone does it. In this design what 
we really want to know is “Does training with the PopUp Coach teach fielders to use the 
Optical Acceleration Cancellation algorithm (McBeath, Nathan, Bahill, and Baldwin, 2008) to 
catch Pop-ups?” But we cannot use as a metric the probability of catching a pop-up, because 9 
of our 12 alternative designs do not use real pop-ups. For these 9 designs we think it would be 
too expensive (if not impossible) to gather enough data for every player to make valid 
inferences. Furthermore we have no method of measuring the spin of pop-us. Therefore, we 
think variability in the speed and spin rate of real pop-ups would obscure any evidence that the 
fielder used the Optical Acceleration Cancellation algorithm to catch pop-ups. Because we 
could not measure the desired attribute, we substituted a simpler attribute, the running speed 
and path. Attribute substitution is not always a mistake: often it is deliberate and stated. 

Dependent Criteria 
Team Excerpt 
The maximum current drawn by the system shall not exceed 15 amperes. 
The system shall operate on 120 volt, 60 hertz electricity. 
The system shall not consume more than 1.8 kilowatts. 

Alternatives should ideally be evaluated based on independent evaluation criteria. However, 
Analysts often choose dependent criteria. When scoring these criteria for the different 
alternatives, having multiple dependent criteria could tend to magnify or diminish the final 
score of the alternatives, thus leading to preferring the wrong alternative.  

Smith, Son, Piattelli-Palmarini and Bahill Synopsis 
Using confounded or dependent criteria. Evaluation criteria should be independent. For 
evaluating humans, Height and Weight are not independent: Sex (male versus female) and 
Intelligence Quotient are independent. In selecting a car, the following criteria are not 
independent: Maximum Horse Power, Peak Torque, Top Speed, Time for the Standing Quarter 
Mile, Engine Size (in liters), Number of Cylinders and Time to Accelerate 0 to 60 mph. 

Recommendation: Dependent criteria should be grouped together as subcriteria. The seven 
subcriteria for the car given in the previous paragraph could all be grouped into the criteria 
Power. 

Suggested rewrite 
If you know the voltage and the current, then you know the power. 



 

  

Power = Voltage x Current1

Forer Effect 

 

The textbook for the course (Chapman, Bahill and Wymore, 1992) had a primitive sensitivity 
analysis that only considered one parameter, the tradeoff between cost and performance. In 
Section 5.5.4 it states, “The system is sensitive to tradeoff weightings. For example changing 
the weights of the Trade-Off Requirement can easily sway the answer. The current trade-off 
puts heavy emphasis on the I/O performance of the system (0.90) and not on the utilization of 
resources (0.10). Changing the degree of emphasis can change the results…” In the course, we 
had a lecture and a homework that described how to take partial derivatives and form the 
semirelative sensitivity functions for each parameter in the tradeoff study (Smith, 
Szidarovszky, Karnavas and Bahill, 2008). However, the students repeatedly copied the 
method of conducting a sensitivity analysis from a legacy tradeoff study published in the 
course textbook. Despite warnings about the inadequacy of that sensitivity analysis, the 
students conducted their analyses in that very same way. This was an example of the Forer 
effect (Forer, 1949) Students failed to question a sensitivity analysis that was presented by a 
perceived authority and was seemingly adaptable to their own tradeoff study. 
Team Excerpt 

 
Figure 1. Team summary of a sensitivity analysis. It shows how the overall tradeoff scores vary for 

a dozen alternatives as the cost becomes less important and the performance becomes more 
important. 

The only parameter being varied here is the relative weight of performance versus cost. 

Smith, Son, Piattelli-Palmarini and Bahill Synopsis 
The Forer Effect. Previously existing criteria will be adopted if (1) the analyst believes that 
the criteria apply to the present problem, (2) the criteria are well presented and (3) the analyst 
believes in the authority of the previous criteria writer. The analyst might fail to question or 

                                                 
1 In large AC systems, voltage and current would be phasors (vectors). 



  

re-write criteria from a legacy tradeoff study that originated from a perceived authority and is 
now seemingly adaptable to the tradeoff at hand. This is called the Forer effect. Forer (1949) 
gave a personality test to his students. He then asked them to evaluate their personality 
analysis, supposedly based on their test's results. Students rated their analysis on a scale of 0 
(very poor) to 5 (excellent) as to how well it applied to them. The average score was 4.26. 
Actually, Forer had given the same analysis to all the students. He had assembled this analysis 
of a generally likeable person from horoscopes. Variables that contribute to this fallacy in 
judgment are that the subject believes the analysis only applies to them, the subject believes in 
the authority of the evaluator, and the analysis lists mainly positive traits. 
Recommendation: Spend time considering and formulating criteria from scratch, before 
consulting and possibly reusing previously written criteria.  

Suggested rewrite, derived from Smith, Szidarovszky, Karnavas and Bahill, (2008). 

Table 1. A Generic Tradeoff Study 

Criteria Weight of 
Importance Alternative-1 Alternative-2 

Criterion-1 Wt1 S11 S12 

Criterion-2 Wt2 S21 S22 

Alternative 
Rating  1 1 11 2 21Sum Wt S Wt S= × + ×  2 1 12 2 22Sum Wt S Wt S= × + ×  

Table 2 gives numerical values for one particular tradeoff study, The Umpire’s 
Assistant (http://www.sie.arizona.edu/sysengr/sie577/UmpiresAssistant.doc). 

Table 2. Tradeoff Study Numerical Example 

  Alternatives 

Criteria Weight of 
Importance 

Umpire’s 
Assistant 

Seeing 
Eye Dog 

Accuracy of the call 0.75 0.67 0.33 

Silence of Signaling 0.25 0.83 0.17 

Sum of weight times score  
0.71  

The winner 0.29 

Definition of the semirelative sensitivity function: 
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Semirelative sensitivity functions for the above tradeoff study. 
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Sensitivity analyses need mathematical detail. Failure to do the mathematics right produces 
erroneous results. Smith, Szidarovszky, Karnavas and Bahill, (2008) present the correct 
mathematical equations. 

Weight of Importance Mistakes 
The project for 2005 was the Umpire’s Assistant. For the baseball umpire who needs to call 
balls and strikes, the Umpire’s Assistant is an intelligent decision aiding system that helps him 
or her to call balls and strikes accurately, consistently and in real-time. Unlike unassisted 
human umpires, the Umpire’s Assistant uses the same strike-zone standards for all leagues, 
parks, umpires, batters and pitchers. 

Table 3. Umpire’s Assistant Team Excerpt 

Utilization of Resources Figures of Merit Requirements Value UWiP0 

1. Available Money 2 0.02326 

2. Available Time 2 0.02326 

     2.1 System design & prototyping by 12/31/05 2 0.02326 

     2.2 System verification testing by 2/06 2 0.02326 

3. Technological Restrictions 10 0.11628 

     3.1 to not significantly alter the dynamics of baseball 9 0.10465 

     3.2 to comply with local, regional, state, federal laws 10 0.11628 

     3.3 to comply with FCC rules 10 0.11628 

4. Adaptability 8 0.09302 

     4.1 to comply with Standards & Specifications of MLB 8 0.09302 

     4.2 to comply with Standards & Specifications of NCAA 8 0.09302 

 

The normalized weights (UWiP0) add up to 0.826. They should add up to 1.0 in each category 
and subcategory. 

Smith, Son, Piattelli-Palmarini and Bahill Synopsis 
Weight of Importance Mistakes. When a group of people is asked to assign a weight of 
importance for an evaluation criterion, each person might produce a different value. Different 
weights arise not only from different preferences, but also from irrational severity amplifiers 
(Bahill and Karnavas, 2000). These include the factors of lack of control, lack of choice, lack of 
trust, lack of warning, lack of understanding, manmade, newness, dreadfulness, 



  

personalization, recallability and immediacy. Excessive disparities occur when a person 
assesses a weight of importance after framing the problem differently. An evaluation may 
depend on how the criterion affects that person, how well that person understands the 
alternative technologies, the dreadfulness of the results, etc. As a result, each person might 
assign a different weight of importance to any criterion. The decision analyst should assign 
weights to the criteria so that the more important ones will have more effect on the outcome. 
Weights are often given as numbers between 0 and 10, but are usually normalized so that in 
each category they sum to 1.0. These methods can be used by individuals or teams. If pair-wise 
comparisons of preferences between the criteria can be elicited from experts, then the weights 
of importance can be determined through the Analytic Hierarchy Process (AHP). However, 
performing pair-wise comparisons can lead to intransitive preferences. The AHP computes an 
inconsistency index to warn if the domain expert is giving intransitive responses. 

Recommendation: Interpersonal variability can be reduced with education, peer review of the 
assigned weights, and group discussions. But be aware that people are like lemmings: if you 
reveal how other people are voting, then they are likely to respond with the most popular 
answers. It is also important to keep a broad view of the whole organization, so that criteria in 
one area are considered in light of all other areas. A sensitivity analysis can show how 
important each weight is. For unimportant weights, move on. For important weights, spend 
more time and money trying to get consensus: this might include showing the recommended 
alternatives for several different sets of weights. 

Table 4. Suggested rewrite 

Utilization of Resources Evaluation Criteria Weight of 
Importance 

Criteria 
Normalized 

Weight 

Subcriteria 
Normalized 

Weight 

1. Available Money 2 0.09  

2. Available Time 2 0.09  

     2.1 System design & prototyping by 12/31/05 2  0.5 

     2.2 System verification testing by 2/14/06 2  0.5 

3. Technological Restrictions 10 0.45  

     3.1 to not significantly alter baseball dynamics 9  0.31 

     3.2 to comply with local, state & federal laws 10  0.35 

     3.3 to comply with FCC rules 10  0.35 

4. Adaptability 8 0.36  

     4.1 to comply with MLB rules 8  0.5 

     4.2 to comply with NCAA rules 8  0.5 

Of course, there would be a paragraph explaining each of these short evaluation 
criteria tags. The abbreviations would be explained in these paragraphs. 

Anchoring and the Status Quo 
Table 5. Team Excerpt for ranking process alternatives 

Criterion 1   2   3   4   5   6   7   
 Max 
Score 



 

  

Metric 
Value 1.8   0.7   2.3   1.5   0.7   1   2   100 

  Raw Wtd Raw Wtd Raw Wtd Raw Wtd Raw Wtd Raw Wtd Raw Wtd Solution  

Alternative Scr Scr Scr Scr Scr Scr Scr Scr Scr Scr Scr Scr Scr Scr Score 

Solution 1 2 7.2 10 6.3 9 14 3 9 3 2.1 8 2 2 4 41.8 

Solution 2 9 3.6 7 7 9 21 9 4.5 2 1.4 2 8 10 20 76.6 

Solution 3 3 16 2 4.9 4 9.2 8 14 3 2.1 8 9 1 2 67.3 

Solution 4 9 5.4 10 1.4 5 12 9 12 9 6.3 9 8 10 20 76.6 

Solution 5 3 16 3 7 5 12 8 14 8 5.6 7 9 2 4 67.3 

Solution 6 9 16 3 2.1 5 12 9 11 9 6.3 5 7 10 20 76.6 

Solution 7 3 5.4 8 5.6 9 21 7 11 3 2.1 5 5 9 18 67.3 

Do Nothing 10 18 10 7 10 23 10 15 10 7 10 10 10 20 100 

In a tradeoff study matrix the alternatives should be in columns, not rows, because humans find 
it easier to compare across rather than down. The alternatives and evaluation criteria should be 
identified by names, not numbers. The alternatives and evaluation criteria should be explained 
with sentences and paragraphs. Finally, the do nothing alternative should be in the first column. 

Smith, Son, Piattelli-Palmarini and Bahill Synopsis 
Anchoring and the Status Quo. The order in which the alternatives are listed has a big affect 
on the values that humans give for the evaluation data (Piattelli-Palmarini, 1994; Tversky and 
Shafir, 1992). Therefore, you should fill out a tradeoff study matrix row by row and the status 
quo should be the alternative in the first column. This will make the evaluation data for the 
status quo the anchors for estimating the evaluation data for the other alternatives. This means 
that the anchoring alternative is known, is consistent, and you have control over it. 

Note: The status quo will probably have low evaluation data values (inputs for scoring 
functions) for performance, cost, schedule and risk. If the status quo had high performance 
values, then you probably would not be trying to replace it. The status quo already exists, so (1) 
it will not be expensive; which gives it a low (good) value for cost, (2) it should not have 
schedule problems, which gives it a low (good) value for schedule and (3) it should also be low 
risk. 

Recommendation: Put the status quo alternative in the first column. In the first iteration, 
evaluate the scores left to right and in the next iteration evaluate them right to left. The more 
alternatives that exist and the more complicated the decision, the more the status quo will be 
favored. Do not needlessly increase the number of alternatives in a tradeoff study. More 
alternatives increase the difficulty of the decision. However, in the very beginning of a project 
it is good to have many alternatives in order to better understand the problem and the 
requirements. View the problem from different perspectives. Use different starting points. 
When estimating values for parameters of scoring functions, you should think about the whole 
range of expected values for the parameters. 

Suggested rewrite: 
Table 6. Tradeoff matrix for alternative architectures of the Spin Coach 

 1 2 3 4 5 6 

Alternatives→ Do 
Nothing 

Computer 
Simulation 

CD 
ROM DVD Web 

Page 
Video 
Game 

Criteria   ↓       



  

Fidelity of Images       

Feedback Time       

Product Production Cost       

Shipping Cost       

Updatability       

Each evaluation criterion and each alternative architecture must have a paragraph of 
explanation, as in the following paragraphs. 

Alternative architectures for the Spin Coach 
1. The Status Quo. Some batters can recognize the spin on the ball and predict its spin induced 
movement. But they have difficulty verbalizing this capability and teaching it to others. In 
batting practice, we can have the pitcher announce to the batter “curve” and then throw a 
curveball: announce “slider” and then throw a slider. Etc. This could be done with a human 
pitcher or a pitching machine. 

2. Computer Simulations. Images of spinning balls can be simulated and presented on a 
computer monitor. This system is described in SpinTeacherGray.doc. 

3. CD-ROM. Balls spinning on drills can be photographed and their images stored on 
CD-ROM disks. Such videos are on my web site. 
http://www.sie.arizona.edu/sysengr/baseball/index.html. These images along with the software 
program will be transferred from the CD-ROM to the user’s hard disk using a license key 
provided by BICS. There after the user runs the Spin Coach from his or her hard disk. The user 
must login for each session. The information gathered at login is used to track user 
performance history. System upgrades will be provided with new CD-ROMs. 

4. Interactive DVD. Balls spinning on drills can be photographed and their images stored on 
DVDs. Such videos are on my web site. 
http://www.sie.arizona.edu/sysengr/baseball/index.html. These images along with the software 
program will be accessed by the user. There will be no user performance tracking. System 
upgrades will be provided with new DVDs. 

5. Web-based Application. Balls spinning on drills can be photographed and their images 
stored on the BICS web server. Such videos are on my web site. 
http://www.sie.arizona.edu/sysengr/baseball/index.html. These images along with the software 
program will be on an Internet accessible web site. This system will be based on the Apache 
web server with web pages written in PHP or HTML and video clips in AVI format. Access to 
the system will be granted by monthly subscription and login based authentication control. The 
user will have a profile in the system and can access this profile from any terminal connected to 
the Internet. The system will store user information in a database. This information is used to 
track user performance history. System upgrades can be made on the web site at any time and 
will be transparent to the user. 

6. Make it into a video game and sell it to Nintendo, Sony or Microsoft. 

Evaluation criteria for the Spin Coach 
Fidelity of Images. How realistic are the images? Are they two or three dimensional? What is 
the resolution? What is the color depth? What is the update rate? Will the presentation vary 
depending on the processor speed or the communications bandwidth? For example, would the 
system degrade with a dialup telephone connection to the Internet? This criterion traces to the 
Operational Concept Description (OCD). Importance weight is 6.  



 

  

Feedback Promptness. The system shall provide positive or negative feedback to the player 
after each prediction. The system shall provide this feedback to the player within 500 
milliseconds of the player's response. This will be a Boolean (yes or no) function. This traces to 
customer requirement 10. Importance weight is 10. 

Product Production Cost is a measure of how much it will cost in U. S. dollars for BICS to 
produce one unit of the product. A monotonic decreasing scoring function shall be used (L=0, 
B=10, S=-0.1, U=500). Input range is 0 to 500 dollars, baseline is 10 dollars and slope is -0.1. 
This traces to customer requirement 1. Importance weight is 6. 

 
Figure 2. A scoring function for the Product Production Cost evaluation criteria. 

The Shipping Cost evaluation criterion is composed of Shipping Weight, Shipping Expenses, 
Shipping Effort and Billing Cost per unit. A scoring function is not necessary if the subcriteria 
have scoring functions and normalized weights. Our target value is ten dollars. This traces to 
customer requirement 1. Importance weight is 5. 

Updatability. This criterion evaluates how easy and convenient updates are expected to be. The 
system shall be continually improved and updated throughout the system life cycle. Corrective 
maintenance such as bug fixes should be performed within weeks. Adaptive maintenance, 
which includes revisions necessary to allow the system to run on new or improved hardware 
and software, should be accomplished in a monthly time frame. Performance and functional 
updates will be performed yearly. This should trace to the business plan. Importance weight is 
5. 

Equating Gains and Losses 
Team Excerpt 
2.2 Number of Complaints 
2.3 Number of Problems with the System 
3.1 Number of Accidents per visit. 
2.5.3. Number of Curses per day 
5.2.6. Injury -- Is it possible for the design to inflict bodily injury on the batter? This rated by the 

players on a scale of 1 – 10 (1 being no bodily harm, 10 being serious injury requiring 
hospitalization). 

These criteria are phrased negatively. 

Smith, Son, Piattelli-Palmarini and Bahill Synopsis 
Treating Gains and Losses Equally. People do not treat gains and losses equally. Kahneman 
earned the Nobel Prize for explaining the fact that people prefer to avoid losses rather than to 
acquire gains. Prospect Theory (Kahneman and Tversky, 1979) suggests that psychologically 



  

losses are twice as powerful as gains. Would you rather get a 5% discount, or avoid a 5% 
penalty? Most people would rather avoid the penalty. In a tradeoff study, you will get a 
different result if the scoring function expresses losses rather than gains (Abdellaaoui, 2000). 

Recommendation: Human unequal treatment of gains and losses suggests that scoring 
functions in a tradeoff study should uniformly express either gains or losses. Principles of 
linguistic comprehensibility suggest that criteria should be worded in a positive manner, so that 
more is better. For example, you should use Uptime rather than Downtime, Mean Time 
Between Failures rather than Failure Rate, and Probability of Success rather than Probability of 
Failure. Finally, when using scoring functions, make sure that more output is better. 

Suggested rewrite 
2.2 Customer Approval Rating (%) 
2.3 Mean Time to Failure (MTTF) 
3.1 Number of accident-free visits 
2.5.3 Time without cursing 
5.2.6. Safety – Mean time between injuries. 

Not Using Scoring Functions 
Team excerpt: Many teams just did not use scoring functions. 

Evaluation data are transformed into normalized scores by scoring functions (Wymore, 1993, 
pp. 385-398; Daniels, Werner and Bahill, 2001). The shape of scoring functions should ideally 
be determined objectively, but often subjective expert opinion is involved in their preparation. 
Scoring functions are also called utility functions, utility curves, value functions, normalization 
functions and mappings. Evaluation criteria should always have scoring functions so that the 
preferred alternatives do not depend on the units used. For example, see what would happen if 
you were to add values for something that cost about one hundred dollars and lasted about a 
millisecond. 

Alt-1 cost a hundred dollars and lasts one millisecond, Sum = 100.001. 

Alt-2 only cost ninety-nine dollars but it lasts two millisecond, Sum = 99.002. 

The duration does not have any effect on the decision. A simple program that creates scoring 
functions is available for free at http://www.sie.arizona.edu/sysengr/slides. It is called the 
Wymorian Scoring Function tool. An example of a scoring function was given in Figure 2 for 
the Product Production Cost.  

Scoring functions must state the units for the input: for example, actual dollar values will be 
used as input to a cost scoring function. Without scoring functions, the preferred alternative 
would depend on the units used, for example, whether the costs were given in U. S. Dollars or 
British pounds. With scoring functions, this will not happen. 

Smith, Son, Piattelli-Palmarini and Bahill Synopsis 
Not Using Scoring Functions. Evaluation data are transformed into normalized scores by 
scoring functions (utility curves) or qualitative scales (fuzzy sets). The shape of scoring 
functions should ideally be determined objectively, but often subjective expert opinion is 
involved in their preparation. Creating scoring function packages takes time and effort (Bahill, 
2008). A scoring function package should be created by a team of analysts, and be reevaluated 
with the customer with each use. Most tradeoff studies that we have observed in industry did 
not use scoring functions. In some cases, scoring functions were explained in the company 
process, but they were not convenient, hence they were not used. 

http://www.sie.arizona.edu/sysengr/slides�


 

  

Recommendation: Wymorian standard scoring functions (or similar scoring functions, fuzzy 
sets or utility functions) should be used in tradeoff studies. Easy-to-use scoring functions 
should be referenced in company processes.  

Implying False Precision 
Team Excerpt 
5.3.1.1 Trade-off scores 
Concept 1: Customer chooses the bat 

0.6 * 0.22500 + 0.4 * 0.41435 = 0.30074 
Concept 2: Store owner chooses the bat 

0.6 * 0.25125 + 0.4 * 0.41435 = 0.31649 
Concept 3: BatChooser chooses the bat 

0.6 * 0.67500 + 0.4 * 0.96840 = 0.79236 
Concept 4: BatSelect Chooses with the help of the BatChooser 

0.6 * 0.84280 + 0.4 * 0.96840 = 0.89304 

Presenting five digits after the decimal point obfuscates the equations and does not help to 
differentiate between the alternatives. 

Smith, Son, Piattelli-Palmarini and Bahill Synopsis 
Implying False Precision. The most common mistake that we have seen in tradeoff studies is 
false precision. For example, a tradeoff analyst might ask a subject matter expert to estimate 
values for two criteria. The expert might say something like, “The first criterion is about 2 and 
the second is around 3.” The analyst puts these numbers into a calculator and computes the 
ratio as 0.666666667. This is nonsense, but nine digits might be used throughout the tradeoff 
study. The Forer Effect might explain this. The analyst believes that the calculator is an 
impeccable authority in calculating numbers. Therefore, what the calculator says must be true. 
Recommendation: Use significant figures methodology. Furthermore, in numerical tables, 
print only a sufficient number of digits after the decimal place as is necessary to show a 
difference between the preferred alternatives. 
Suggested rewrite 
5.3.1.1 Trade-off scores 
Concept 1: Customer chooses the bat 
 0.6 * 0.23 + 0.4 * 0.41 = 0.30 
Concept 2: Store owner chooses the bat 
 0.6 * 0.25 + 0.4 * 0.41 = 0.32 
Concept 3: BatChooser chooses the bat 
 0.6 * 0.68 + 0.4 * 0.97 = 0.79 
Concept 4: BatSelect Chooses the bat with the help of the BatChooser 
 0.6 * 0.84 + 0.4 * 0.97 = 0.89 
Table 7. Second Team Excerpt for Bat Chooser 

Concept Weighted 
Score Ranking 

Concept 1 Score 0.4414 7 

Concept 2 Score 0.5420 4 

Concept 3 Score 0.2196 8 

Concept 4 Score 0.6728 2 



  

Concept 5 Score 0.6558 3 

Concept 6 Score 0.4652 6 

Concept 7 Score 0.6802 1 

Concept 8 Score 0.4860 5 

 

Table 8. Suggested rewrite 

Alternative Weighted 
Score Ranking 

Concept 1 0.44 7 

Concept 2 0.54 4 

Concept 3 0.21 8 

Concept 4 0.67 2 

Concept 5 0.65 3 

Concept 6 0.46 6 

Concept 7 0.68 1 

Concept 8 0.48 5 

 
Table 9. Third Team Excerpt for the SpinCoach 

Performance Requirements Value IWiP1 

1. Accuracy 8 0.235294 

   1.1 Spin Rate 10 0.384615 

   1.2 Launch Angle 8 0.307692 

   1.3 Launch Speed 8 0.307692 

2. Consistency 7 0.205882 

3. Ease of Use 6 0.176471 

   3.1 Portability 6 0.260870 

   3.2 Location 7 0.304348 

   3.3 # of Operators 10 0.434783 

4. Opportunity 8 0.235294 

5. Feedback 5 0.147059 

The original Value data have one significant digit. Therefore, the normalized weights (IWiP1) 
certainly should not have six digits after the decimal point. 

Table 10. Suggested rewrite for the SpinCoach 

Evaluation Criteria Weight of 
Importance 

Criteria 
Normalized 

Subcriteria 
Normalized 



 

  

Weight* Weight* 

1. Accuracy 8 0.24  

     1.1 Spin Rate 10  0.38 

     1.2 Launch Angle 8  0.31 

     1.3 Launch Speed 8  0.31 

2. Consistency 7 0.21  

3. Ease of Use 6 0.18  

     3.1 Portability 6  0.26 

     3.2 Location 7  0.30 

     3.3 Number of Operators 10  0.43 

4. Opportunities per Hour 8 0.24  

5. Feedback Response Time 5 0.15  

*Significant figures methodology suggests that the normalized weights 
should only have one significant digit. But here we have used two to 
make the calculations obvious. 

Table 10 has also put the criteria and subcriteria weights in separate columns. All of 
the subcriteria weights for a particular criteria sum to 1.0. All of the criteria weights sum 
to 1.0. 
When determining how many digits should be printed consider (1) how many digits are 
necessary to differentiate between the preferred alternatives, (2) the sensitivity of the final 
recommendations to the parameters, the most sensitive parameters should be given extra 
resources and therefore perhaps more significant digits (Smith, Szidarovszky, Karnavas and 
Bahill, 2008) and (3) no parameters need to be more exact than the least accurate parameter 
(presuming of course that the tradeoff matrix is as described in this paper and it does not have a 
multi-step process for estimating any parameters). As an example, when humans state 
preferences between risky prospects, their judgments are not linear in probability. Humans 
overweight small probabilities and underweight high probabilities. This has been modeled with 
several different equations (Abdellaoui, 2000; Bleichrodt and Pinto, 2000). 
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( ) exp( ( ln ) )w p p αβ= − − . 

In these equations w is the probability weighting function, p is the probability of a particular 
prospect, , , and γ δ α β are parameters fit to experimental data of individual humans. Now the 
question becomes, Should a tradeoff analyst use equations like these when eliciting 
information for a tradeoff study? The answer depends on the accuracy of the other parameters. 
In all of the design documents that we examined, the weights of importance had only one 



  

significant digit. Therefore correcting for each human’s incorrect estimation and use of 
probabilities is not warranted. In a tradeoff study, the number of significant figures should be 
determined for each parameter. Then resources should not be committed to increasing the 
number of significant figures for any except the least precise parameter. 

Obviating Expert Opinion 
It was common for our teams to not seek outside advice or guidance in the course of 
performing their tradeoff studies. If they had sought this guidance, expert review or opinion, 
they might have avoided the errors we detected in their tradeoff studies. This would most likely 
be the case if the guidance concerned the tradeoff study itself (not just the technical matters) 
and elicited high-quality examination of all tradeoff study components. 

Smith, Son, Piattelli-Palmarini and Bahill Synopsis 
Obviating Expert Opinion. The analyst holds a circular belief that expert opinion or review is 
not necessary, because no evidence for the need of expert opinion is present. This is especially 
true if no expert has ever been asked to comment on the tradeoff study. 
Recommendation: Experts should be sought, formally or informally, to evaluate the results of 
tradeoff studies. 

The most common mistake that we have found in design projects over the last 25 years is 
failing to talk with the customer and failing to consult experts and experienced advisors. The 
university is full of experts in the fields of every project that we have done over the last 25 
years. In this time, very few teams have sought advice from domain experts. Why do people 
fail to seek out the advice of experts and experienced advisors? The students rated the 
following possible reasons. In each category the reasons are arranged from the most frequent to 
the least. 

 

Table 11. Possible reasons for failing to talk with customers, experts and advisors. 

Timidity 

Perhaps they do not want to inconvenience someone or waste their time. To overcome this fear 
of wasting someone’s time, before you talk to an expert, you should formulate your questions 
and explain your problem in a way that the expert can quickly understand. Tailoring a message 
and formulating the right questions is hard and must be done iteratively. Before you leave your 
meeting, you should state what you think the expert said, to make sure that you understood and 
to prevent having to go back later for clarification. On the other hand, people are not reluctant to 
seek the advice of physicians, tax accountants and lawyers. Before visiting such experts almost 
everyone formulates their questions and presentations in advance. 

Perhaps they are shy or intimidated by experts.  

Perhaps they fear that the incompleteness of their project will be interpreted as incompetence.  

Perhaps they think that a face-to-face meeting would display their naïveté. This is not a problem 
with e-mails, because most people do not expect e-mails to be thoughtful, coherent and 
grammatically correct: most students do not edit their e-mails or use a spelling and grammar 
checker on them. 

Perhaps they think that seeking advice reveals their ignorance, and that ignorance is shameful. 

Perhaps they think that consulting experts shows weakness, whereas going it alone shows 
strength.  



 

  

Perhaps they feel that, because they do not have a charge number, they cannot ask experts for 
advice. 

Importance 

Perhaps they do not realize the usefulness of face-to-face meetings with experts. 

Perhaps it is a matter of return on investment. Consulting experts takes time and effort. Perhaps 
these teams thought the improvement in their tradeoff studies would not be worth the effort of 
consulting experts. 

Perhaps the smart people think, “We can get an A without wasting our time talking to our 
advisor.” 

Perhaps the new technology age generation thinks that they can just Google the web for all the 
information that experts might provide. 

Perhaps they noticed that other courses at the university do not provide world class experts to 
meet with them, so it must not be important. 

Perhaps they do not see a direct correlation between their grade and meetings with their advisor. 

Perhaps they perceive no added value. 

Time (obviously time and importance will be traded off) 

Perhaps they thought that they were too busy; meeting with their advisor would take time and 
effort; it would be hard to schedule meetings with their advisor. Maybe they were just lazy. 

Communication 

Perhaps they have had no experience initiating a meaningful conversation with a stranger and 
are therefore reluctant to do so. 

Perhaps they do not know how to talk face-to-face with an expert. After all, for most of our 
young people, communication is done by cell phones, twitter, the internet or e-mail. So they are 
deficient in face-to-face communication skills. 

Other 

Perhaps they have been taught that engineers work alone: after all, cooperating on exams is 
frowned upon. However, in the modern industrial environment, engineering is done by teams 
and when success is important consultants are hired. 

Perhaps they are reluctant to change or they don’t want to do it someone else’s way. If you ask 
for advice, then you should follow the advice you are given.  

Foreign students said, “It’s embarrassing to show weakness in the English language” and “Our 
culture teaches do not approach an advisor or mentor.” 

Similarly the medical profession does not practice extensive consultation with experts. In one 
study of over 300 breast cancer surgeons (Katz et al., 2010), about one-fourth typically 
consulted medical oncologists, radiation oncologists or plastic surgeons prior to surgery. About 
two-thirds of the surgeons reported that almost none of their patients participated in patient 
decision-support activities, such as attending a practice-based presentation, viewing web-based 
materials, or participating in peer-support programs.  

“He who trusts in himself is a fool, but he who walks in wisdom is kept safe” (Proverbs 28; 26). 



  

Sensitivity Analysis Mistakes 
First Team Excerpt 
Since the training methods are independent of any resources and a tradeoff analysis was not 
required, no sensitivity analysis will be done for it.  

Second Team Excerpt 
The I/O performance weights more than the utilization of resources in the trade-off analysis. 
TW1P0 and TW2P0 values will be switched to determine the sensitivity of the design concepts to 
weighting and the results are shown below: 

Concept 
Weights are Weights are 

0.70/0.30 0.30/0.70 

Score Score 
1 0.3811 0.7347 
2 0.5172 0.3665 
3 0.5191 0.3061 
4 0.568 0.3416 
5 0.563 0.3249 
6 0.6275 0.3362 
7 0.5739 0.3132 

 
Third Team Excerpt 
The current trade study has an emphasis placed on the performance requirements of the 
SlugMaster to determine the sensitivity of results to the weighting of the requirements, a plot was 
constructed as a function of the two weights: I/O Performance and utilization of resources.  

These Teams considered at most one parameter, the relative tradeoff between performance and 
cost. 

Smith, Son, Piattelli-Palmarini and Bahill Synopsis 
Lack of Training. Most personnel are not well trained in the machinery and methods of 
sensitivity analysis. They often fail to compute second- and higher-order partial derivatives. 
When estimating partial derivatives, they often use too large a step size. When estimating 
partial derivatives of functions of two parameters, they often use the wrong formula; they use a 
formula with two instead of four numerator terms. A recent paper by Smith, Szidarovszky, 
Karnavas and Bahill (2008) has shown that interactions among parameters in tradeoff studies 
can be very important, step sizes for the approximation of effects should be very small, and 
second-order derivatives should be calculated accurately. It is expected that only the 
best-trained personnel will know of such results, illustrating the gap between truth and training. 
Recommendation: Investments in sensitivity analysis training must be made. Perhaps 
enabling software can substitute for much sensitivity analysis knowledge. Karnavas, Sanchez 
and Bahill (1993) describe the use of sensitivity analyses. 

Suggested rewrite 
For our comments about sensitivity analyses, see our section on the Forer effect or 
these online documents: 
http://www.sie.arizona.edu/sysengr/sie554/SpinCoach/JA2/index.html 

http://www.sie.arizona.edu/sysengr/sie554/PopUpCoach/index.html 



 

  

STATISTICAL SUMMARY OF MENTAL MISTAKES 
We examined 110 project reports composed of over 8000 pages of text that had been submitted 
over the last two decades and we compiled the following statistics.  

Mental Mistake 

Number of 
mistakes 
detected 

2.1 Not Stating the Problem in Terms of Customer Needs 62 

2.2 Vague Problem Statement 65 

2.3 Substituting a Related Attribute 24 

2.4 Dependent Criteria 75 

2.5 Forer Effect 61 

2.6 Weight of Importance Mistakes 11 

2.7 Anchoring and the Status Quo 69 

2.8 Equating Gains and Losses 46 

2.9 Not Using Scoring Functions 32 

2.10 Implying False Precision 59 

2.11 Obviating Expert Opinion 85 

2.12 Sensitivity Analysis Mistakes 91 

2.13 Other Mental Mistakes 128 

In these 110 tradeoff study reports, we found 808 mental mistakes. We put these in a spread 
sheet. Then for 99 of these mental mistakes, we made example cases using (1) direct quotes 
from the original reports, (2) an explanation of the mistake, (3) related paragraphs from Smith, 
Son, Piattelli-Palmarini and Bahill (2007) and (4) recommended revisions. We used the same 
format as in this paper. Based on the perceived heuristic value and uniform coverage, we 
selected the two dozen development cases (team excerpts) that are in this paper, and another 50 
cases that were used for testing. Then 20 Raytheon engineers and 50 University of Arizona 
students tried to identify the mental mistakes in the 50 excerpts of the test set. The average 
agreement was about 80%. 

In general, we found little correlation between the number of mistakes we detected and the 
students’ grades on the reports. There are several reasons for this. First, the reports with the 
highest grades are usually written better and they are therefore easier to understand. The better 
we understand something the easier it is to find and identify mental mistakes in it. Second the 
better reports tend be longer and more complete, and thus there is more opportunity for mental 
mistakes. On the other hand, the poor reports show more instances of mistakes of omission, 
such as failure to use scoring functions, incomplete sensitivity analyses and failure to get 
advice from experts. 

4. WHO CARES? 
Who cares about mistakes in doing tradeoff studies? Perhaps everyone should. If a tradeoff 
study is not performed or is done badly it could cost a company a lot of money. As an example 
will now consider the San Diego Airport Site Selection Tradeoff Study. This is a large, 
expensive, publicly accessible tradeoff study that contains mental mistakes like those we 



  

present in this paper. This tradeoff study took six years and cost 17 million dollars. When its 
results were presented to the voters in November of 2006, the voters turned the proposal down 
and the $17M was wasted. Some mistakes might have been made in conducting this tradeoff 
study. 

They did a tradeoff study, but only four of the ten tradeoff study components were utilized: 
Problem Statement, Alternate Solutions, Evaluation Criteria and Preferred Alternatives. 

They used five evaluation criteria: Aeronautical, Environmental, Market, Military and 
Financial. The criteria were arranged hierarchally with subcriteria and subsubcriteria. 
However, the criteria did not have weights of importance or scoring functions.  

They had a dozen alternative sites, including the Do Nothing alternative. They often added and 
deleted alternatives. For example, the floating platform in the Pacific Ocean was dismissed 
early. The Campo and Borrego Springs sites were added late, so these sites had greater 
visibility in the public mind. However, the Campo and Borrego Springs sites were similar so, 
because of distinctiveness by addition of alternatives, they faded away. 

They did a rudimentary sensitivity analysis looking at changes in their planning parameters at 
two different demand levels. They also did a small sensitivity analysis showing changes in total 
cost as a function of available funding (without issuing bonds or increasing taxes). 

The interim results of the study were continually being reported in the press. So they certainly 
received a lot of expert opinions. However, in the end, the voters did not trust the study. The 
objectivity of the Regional Airport Authority that conducted the study was questioned. It 
appeared over time that the Authority was more interested in supporting a particular airport site 
than in explaining the various options for the voters. The Authority was perceived as being 
pro-business and anti-military. The difficulties of military and civilian joint use were not 
ameliorated. San Diegans were happy with the status quo: Lindberg Field was good for its 
community and the Marine Corps Air Station was good for its community. The Authority did 
not show a burning platform or a compelling reason for change. It seemed that they only 
considered future business growth. 

The ballot proposal asked, “Should Airport Authority and government officials work toward 
obtaining 3,000 acres at MCAS Miramar by 2020 for a commercial airport, providing certain 
conditions are met?” It was turned down 38% to 62%. We are not saying that if they had done 
a more thorough tradeoff study, then the ballot proposal would have passed. We are only 
saying that they could have done a better tradeoff study. 
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